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#### Abstract

We describe a new variant of the well known Baby-Step Giant-Step algorithm in the case of some discrete logarithms with a special structure. More precisely, we focus on discrete logarithms equal to products in groups of unknown order. As an example of application, we show that this new algorithm enables to cryptanalyse a variant of the GPS scheme proposed by Girault and Lefranc at CHES 2004 conference in which the private key is equal to the product of two sub-private keys of low Hamming weight. We also describe a second attack based on a known variant of the Baby-Step Giant-Step algorithm using the low Hamming weight of the sub-private keys.
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## 1 Introduction

In 1976, public key cryptography was introduced by Diffie and Hellman [2]. In their seminal paper, the authors originally explained how to use a mathematical assumption, namely the discrete logarithm problem, to obtain a key establishment protocol.

Since this first result, many identification schemes using the discrete logarithm problem have been proposed $[4,8,15]$ and the security of this problem has been extensively studied (see [9] for a survey). Two major results are the Baby-Step Giant-Step algorithm due to Shanks [1] and the rho method due to Pollard [12]. These algorithms, used to recover discrete logarithms, are now the references to provide lower security bounds for the size of discrete logarithms since they apply as a generic method in any mathematical structure.

One of the main advantages of discrete-logarithm-based identification or signature schemes is that, when used with precomputations, they generally require only few computations for the prover or the signer so that such schemes are well designed for an integration in low cost chips. For example, in the well known Schnorr identification scheme [15], a prover using precomputations can be authenticated at the cost of one modular multiplication and one modular addition. On the opposite, in a RSA-based [14] identification schemes [3, 6], the prover usually has to compute at least one modular exponentiation.

Another attractive discrete-logarithm-based identification scheme is the GPS scheme introduced by Girault [4] and proved secure by Poupard and Stern [13]. Like the Schnorr scheme, if used with precomputations, the GPS scheme is very efficient since, during the execution of the protocol, the prover has only to compute one addition and one multiplication without any modular reduction. With the appearance of new technologies, like RFID tags or more generally very low cost chips, in which even a multiplication may be too difficult to compute, embedding cryptographic protocols in such devices is now becoming a new challenge. One solution may be the use of discrete-logarithm-based schemes since they already provide efficient solutions for low cost chips. However, to better the integration of such schemes in very low cost devices, improvements are generally required and two different approaches can be distinguished.

The first one consists in designing new schemes with new computation requirements. For instance, Okamoto, Tada and Miyaji [11] proposed a new identification scheme based on the discrete logarithm problem in which a prover using precomputations has only to compute one modular reduction and one addition. However, Stern and Stern [17] proved this scheme to be insecure with the suggested parameter sizes. In addition to this cryptanalysis, they also proposed a variant of the GPS identification scheme, based on a new operation called dovetailing, which is more efficient than the classical GPS scheme. Finally, Okamoto, Katsuno and Okamoto [10] suggested another variant of the GPS identification scheme in which the original multiplication can be replaced by additions of several private keys.

The second approach consists in using existing schemes but with specific parameters. A classical example may be the use of a low Hamming weight (number of non zero bits in the binary representation) discrete logarithm to decrease the computation cost of the associated exponentiation. However, Stinson [18] proposed some Baby-Step Giant-Step variants for such discrete logarithms. At CHES 2004 conference, Girault and Lefranc [5] proposed some variants of the GPS identification scheme, well designed for an integration in RFID tags. One of these variants is based on the use of specific discrete logarithms equal to products of low Hamming weight numbers. For lack of security guarantees on such private keys, the authors recalled the state-of-the-art on the different Baby-Step Giant-Step algorithms and then checked that it was not efficiently applicable to their new type of private keys. In this paper, we present a new variant of Baby-Step Giant-Step algorithm to attack such private keys. We believe that this variant is also of independent interest.

This paper is organized as follows. After recalling some useful variants of the Baby-Step Giant-Step algorithm in Section 2, we describe in Section 3 our new algorithm for discrete logarithms equal to products of sub-private keys in groups of unknown order. In Section 4, we briefly recall the GPS scheme and the Girault-Lefranc private keys. Then we present two attacks on such private keys: the first one is an application of our new algorithm and the second one makes use of a known variant of the Baby-Step Giant-Step algorithm.

## 2 Baby-Step Giant-Step Algorithms

In this section, we recall Shanks' Baby-Step Giant-Step algorithm [1] and some useful variants. We first specify the notations we use.

Notations Let $G=\langle g\rangle$ be a finite cyclic abelian group generated by the element $g$ and written multiplicatively. Let $n$ be the order of $G$. As a consequence, we have $G=\left\{g^{i} ; i \in \llbracket 0, n-1 \rrbracket\right\}$. For any value $v$ in $G$, the discrete logarithm of $v$ in base $g$, denoted $\log _{g} v$, is the unique non-negative integer $x$ less than $n$ such that $v=g^{x}$.

The discrete logarithm problem is to compute $\log _{g} v$ given $g$ and $v$.
Let $\ell$ denote the value $\left\lceil\log _{2} n\right\rceil$. Then, the binary representation of $x=\log _{g} v$ requires at most $\ell$ bits such that we can write

$$
x=\sum_{i=0}^{\ell-1} x_{i} 2^{i}
$$

where $x_{i} \in\{0,1\}$ for $0 \leq i \leq \ell-1$. The Hamming weight of an integer $x$, denoted $w t(x)$, is equal to the number of 1 's in its binary representation.

Let $t<\ell$ be a positive integer. The Hamming weight $t$ discrete logarithm prob$l e m$ is to compute $\log _{g} v$ given $g$ and $v$ with the extra information $w t\left(\log _{g} v\right)=t$.

### 2.1 The Classical Baby-Step Giant-Step Algorithm

One of the most famous and generic algorithms dealing with the discrete logarithm problem is the so-called Baby-Step Giant-Step algorithm. Introduced by Shanks [1], it is a time-memory trade-off with time complexity $\mathcal{O}(\sqrt{n})$ group multiplications.

The algorithm works as follows. Let $m=\left\lceil n^{1 / 2}\right\rceil$. For any given value $v \in\langle g\rangle$, $x=\log _{g} v$ is less than $n$ so it can be written as $a+b \times m$ with $a$ and $b$ strictly less than $m$. From the equality $v=g^{\log _{g} v}=g^{a+b \times m}$, we obtain that $v \times g^{-b m}=g^{a}$ for some values $a$ and $b$ less than $m$. Thus, in the two following lists

$$
\left(1, g, g^{2}, \ldots, g^{m-2}, g^{m-1}\right)
$$

and

$$
\left(v, v g^{-m}, v g^{-2 m}, \ldots, v g^{-(m-2) m}, v g^{-(m-1) m}\right)
$$

there exists at most two collisions, i.e two couples $\left(g^{a_{0}}, v g^{-b_{0} m}\right)$ and $\left(g^{a_{1}}, v g^{-b_{1} m}\right)$ such that $g^{a_{0}}=v g^{-b_{0} m}$ and $g^{a_{1}}=v g^{-b_{1} m}$. The value $x$ is obtained using the couple with the smallest $b_{i}$ and $x=a_{i}+b_{i} m$. The time complexity of this algorithm mainly relies on the computation of the lists both of which contains $m$ elements. Thus, the time complexity of this algorithm is $\mathcal{O}\left(\left\lceil n^{1 / 2}\right\rceil\right)$ group multiplications. However, in this generic algorithm, the space requirement is also $\mathcal{O}\left(\left\lceil n^{1 / 2}\right\rceil\right)$.

In order to decrease such a large space requirement, Pollard [12] proposed two randomized variants of this algorithm, known as rho and lambda methods. The generic idea is two find a linear equation over $\log _{g} v$. The space requirement is then very small and the expected running time of these variants is still $\mathcal{O}\left(\left\lceil n^{1 / 2}\right\rceil\right)$ group multiplications.

### 2.2 Low Hamming Weight Discrete Logarithms

In 1999, Stinson described some variants [18] of the Baby-Step Giant-Step algorithm in the case of the Hamming weight $t$ discrete logarithm problem, i.e the computation of discrete logarithms for which the Hamming weight is known to be $t$.

Without loss of generality, let us assume that $\ell=\left\lceil\log _{2} n\right\rceil$ is even (otherwise we consider $\ell+1$ ). This algorithm relies on the concept of splitting system.

Definition 1 (Splitting system). Let $t$ and $\ell$ be such that $0<t<\ell$. A ( $\ell, t)$-splitting system is a pair $(X, \mathcal{B})$ that satisfies:
$-|X|=\ell$, and $\mathcal{B}$ is a set of subsets of $X$, each subset having $\ell / 2$ elements.
$-\forall Y \subset X$ such that $|Y|=t, \exists B \in \mathcal{B}$ such that $|B \cap Y|=t / 2$.
For example, let $t$ and $\ell$ be two even integers such that $0<t<\ell$. Let $X=$ $\llbracket 0, \ell-1 \rrbracket$ and let $\mathcal{B}=\left\{B_{i} ; 0 \leq i \leq \ell / 2-1\right\}$ where for all $0 \leq i \leq \ell / 2-1$, $B_{i}=\{i+j \bmod \ell ; 0 \leq j \leq \ell / 2-1\}$. The pair $(X, \mathcal{B})$ is a $(\ell, t)$-splitting system.

Thus, let $v \in\langle g\rangle$ such that $w t\left(\log _{g} v\right)=t$ (assumed to be even). We now use the above splitting system in the algorithm. Any element of $\langle g\rangle$ is now identified to the set of the positions of the non zero bits involved in the binary representation of its discrete logarithm. Thus, $v$ is identified to a subset $Y \subset X$ of $t$ elements. The goal of the algorithm is to find a decomposition of $Y$ into two subsets of $t / 2$ elements using the splitting system.

For all $B_{i}$ in $\mathcal{B}$

- For all $Y_{i}^{j} \subset B_{i}$ of $t / 2$ elements, identify the corresponding value $A_{i}^{j}$ in $G$. Let $\mathcal{L}_{1}$ be the list of pairs $\left(Y_{i}^{j}, A_{i}^{j}\right)$.
- Consider the set $W_{i}=\llbracket 0, \ell-1 \rrbracket \backslash B_{i}$.
- For all $W_{i}^{k} \subset W_{i}$ of $t / 2$ elements, identify the corresponding value $B_{i}^{k}$ in $G$. Let $\mathcal{L}_{2}$ be the list of pairs $\left(W_{i}^{k}, v \times\left(B_{i}^{k}\right)^{-1}\right)$.
- If two values $A_{i}^{j_{0}}$ in $\mathcal{L}_{1}$ and $v \times\left(B_{i}^{k_{0}}\right)^{-1}$ in $\mathcal{L}_{2}$ meet for one given set $Y_{i}^{j_{0}}$ and one given set $W_{i}^{k_{0}}$, then output the element of $\langle g\rangle$ identified to $Y_{i}^{j_{0}} \cup W_{i}^{k_{0}}$; otherwise go on the loop over $B_{i}$.

The time complexity of Stinson's algorithm is $\mathcal{O}\left(\ell\binom{\ell / 2}{t / 2}\right)$ group exponentiations ${ }^{1}$ and the space requirement is $\mathcal{O}\left(\binom{\ell / 2}{t / 2}\right)$.

A detailed analysis of the number of group multiplications required to find the result in the worst case is $\ell / 2 \times(t-1)\binom{\ell / 2}{t / 2}$ group multiplications.

### 2.3 Discrete Logarithms as Products in Groups of Known Order

This second variant of the Baby-Step Giant-Step algorithm focuses on discrete logarithms equal to products of integers. More precisely, it addresses the problem of computing the value $x=\log _{g} v$ for a given $v \in\langle g\rangle$, whenever $x=x_{1} \times$ $x_{2} \bmod n$ with $x_{1} \in X_{1}, x_{2} \in X_{2}$. We denote by $\left|X_{1}\right|$ and $\left|X_{2}\right|$ the respective cardinalities of $X_{1}$ and $X_{2}$.

This variant is described in a technical report of Hoffstein and Silverman [7] and works as follows. From the equality $v=g^{x}=g^{x_{1} \times x_{2} \bmod n}$, we immediately obtain that

$$
v^{x_{2}^{-1} \bmod n}=g^{x_{1}}
$$

As a consequence, in the two following sets $\left\{v^{j^{-1} \bmod n} ; j \in X_{1}\right\}$ and $\left\{g^{i} ; i \in\right.$ $\left.X_{2}\right\}$, there exists at least one collision, i.e a same value obtained for one $v^{j_{0}^{-1}} \bmod n$ and one $g^{i_{0}}$ such that $x$ is equal to $j_{0} \times i_{0} \bmod n$.

The time complexity is $\mathcal{O}\left(\left|X_{1}\right|+\left|X_{2}\right|\right)$ group exponentiations since it mainly relies on the construction of two sets containing respectively $\left|X_{1}\right|$ and $\left|X_{2}\right|$ elements. In terms of number of group multiplications, without any assumption on the structure of the sets $X_{1}$ and $X_{2}$, the time complexity is $\mathcal{O}\left(\left(\left|X_{1}\right|+\right.\right.$ $\left.\left.\left|X_{2}\right|\right) \log _{2} n\right)$ but this bound can be decreased for some specific choices of those sets. Finally, the smallest set must be stored so that the space complexity is $\mathcal{O}\left(\min \left(\left|X_{1}\right|,\left|X_{2}\right|\right)\right)$.

## 3 Discrete Logarithms as Products in Groups of Unknown Order

We now present a new variant of the Baby-Step Giant-Step algorithm that can be used to compute discrete logarithms equal to a product in a group of unknown order. As an application of this method, we propose a cryptanalysis in the next section.

[^0]
### 3.1 Preliminaries

In this section, we consider a finite cyclic abelian group $G=\langle g\rangle$, written multiplicatively, of unknown order $n$. Let $X_{1}$ and $X_{2}$ be two sets of integers, the problem we address is to compute the discrete $\operatorname{logarithm~} x=\log _{g} v$ for a given value $v \in G$, whenever $x=x_{1} \times x_{2} \bmod n$ with $x_{1} \in X_{1}, x_{2} \in X_{2}$. We denote by $\left|X_{1}\right|$ and $\left|X_{2}\right|$ the respective cardinalities of the two sets $X_{1}$ and $X_{2}$.

The variant of the Baby-Step Giant-Step suggested by Hoffstein and Silverman and recalled in Section 2.3 cannot be applied, since it requires modular inversion modulo the unknown order $n$ of the group. Our new variant enables us to overcome this problem.

### 3.2 Overview of the Full Algorithm

We first present the general method used in the algorithm. As for the second variant of the baby-Step Giant-Step algorithm presented in Section 2.3, we first consider the general equation in $G$

$$
\begin{equation*}
v^{x_{1}^{-1} \bmod n}=g^{x_{2}} . \tag{1}
\end{equation*}
$$

As explained above, considering directly this equation is no longer interesting since computing inverses modulo the unknown order is not feasible.

However, we can use a trick that has for example already been used by Shoup [16]. We denote

$$
\pi_{1}=\prod_{i \in X_{1}} i
$$

and we raise Equation 1 to the power $\pi_{1}$, so that we obtain $v^{\pi_{1} x_{1}^{-1} \bmod n}=g^{\pi_{1} x_{2}}$ which can be rewritten as:

$$
\begin{equation*}
v^{\prod_{i \in X_{1} \backslash\left\{x_{1}\right\}}{ }^{i}}=g^{\pi_{1} \times x_{2}} \tag{2}
\end{equation*}
$$

With this new equation, the knowledge of the order of $g$ is no longer necessary. We can now use the classical method like in the other Baby-Step Giant-Step algorithms. More precisely, in a first time we can compute the two following sets

$$
\mathcal{S}_{1}=\left\{v^{\Pi_{\left.k \in X_{1} \backslash i\right\}} k} ; \forall i \in X_{1}\right\} \quad \text { and } \quad \mathcal{S}_{2}=\left\{g^{\pi_{1} \times j} ; \forall j \in X_{2}\right\}
$$

In the two sets, two values meet for one value $v^{\prod_{k \in X_{1} \backslash\left\{i_{0}\right\}} k}$ and one value $g^{\pi_{1} j_{0}}$ such that $x$ is equal to $i_{0} \times j_{0}$.

However, we must be careful with the actual time complexity of this algorithm. More precisely, let us evaluate the time complexity of the construction of the set $\mathcal{S}_{1}$; in the different Baby-Step Giant-Step algorithms recalled in Section 2 , the computation of each element of the relative sets requires (at most) a modular inversion and a group exponentiation. In our new algorithm, the value $\pi_{1}$ cannot be reduced modulo the unknown order $n$ so that, computing each element in a classical way is equivalent to computing $\left(\left|X_{1}\right|-1\right)$ group exponentiations with $\log _{2} n$ bits exponents. Thus the naïve computation of the full set
$\mathcal{S}_{1}$ has a time complexity $\mathcal{O}\left(\left|X_{1}\right|^{2}\right)$ group exponentiations. Taking into account the time complexity required for the computation of $\mathcal{S}_{2}$, we finally obtain a time complexity $\mathcal{O}\left(\left|X_{1}\right|^{2}+\left|X_{2}\right|\right)$ group exponentiations, i.e $\mathcal{O}\left(\left(\left|X_{1}\right|^{2}+\left|X_{2}\right|\right) \log _{2} n\right)$ group multiplications.

Since the complexity of the exhaustive search over all the possible $x_{1} \in X_{1}$ and $x_{2} \in X_{2}$ is obviously in $\mathcal{O}\left(\left|X_{1}\right| \times\left|X_{2}\right|\right)$ group exponentiations, the practical gain of our algorithm may not be significant (for instance if $\left|X_{1}\right| \approx\left|X_{2}\right|$ ), with a naïve computation of $\mathcal{S}_{1}$.

Note that there is no problem with the computation of the set $\mathcal{S}_{2}$ since after computing one time $g^{\pi_{1}}$, each element of $\mathcal{S}_{2}$ can be obtained using a single group exponentiation.

Let us now present how to construct efficiently the set $\mathcal{S}_{1}$.

### 3.3 Efficient Construction of $\mathcal{S}_{1}$

The algorithm. For a better overview of the construction, we consider in the following a set $X$ of $2^{q}$ elements denoted by $x_{i}, i \in \llbracket 1,2^{q} \rrbracket$ for which we want to obtain the set of values

$$
\mathcal{S}=\left\{v^{\prod_{x_{i} \in X \backslash\left\{x_{j}\right\}} x_{i}} ; \forall j \in \llbracket 1,2^{q} \rrbracket\right\}
$$

The method we present relies on an implicit binary tree structure. The algorithm starts from the root equal to $v$ and it ends with $2^{q}$ leafs equal to the elements of $\mathcal{S}$. All the nodes can be computed using the following algorithm:

$$
\begin{aligned}
& \text { node }_{(0,0)}:=v \\
& \text { For } i \in \llbracket 0, q-1 \rrbracket \\
& \text { For } j \in \llbracket 0,2^{i}-1 \rrbracket \\
& \quad(\text { Left Son) } \\
& \quad \exp _{L}:=\prod_{k=1+(2 j+2)\left(2^{q-i-1}\right)}^{\prod_{(2,1)\left(2^{q-i-1}\right)}} x_{k} \\
& \text { node }_{(i+1,2 j)}=\left(\text { node }_{(i, j)}\right)^{\exp _{L}} \\
& \quad \text { (Right } \operatorname{Son})_{(2 j+1)\left(2^{q-i-1}\right)}^{\prod_{k=1+2 j\left(2^{q-i-1}\right)}} x_{k} \\
& \quad \exp _{R}:=\operatorname{node}_{(i+1,2 j+1)}=\left(\text { node }_{(i, j)}\right)^{\exp _{R}}
\end{aligned}
$$

This algorithm iteratively computes

$$
\operatorname{node}(i, j)=v v^{\left(\prod_{k=1}^{j \times 2^{q-i}} x_{k}\right) \times\left(\prod_{\ell=1+(j+1) 2^{q-i}}^{2^{q}} x_{\ell}\right)}
$$

for $i \in \llbracket 0, q \rrbracket$ and $j \in \llbracket 0,2^{i}-1 \rrbracket$, i.e $v$ to the power the product of all the $x_{k} \in X$, but a "gap" of $2^{q-i}$ consecutive elements. This property is easily proved using a recursive argument. As a consequence, for all $i \in \llbracket 0,2^{q}-1 \rrbracket$ the leaf node ${ }_{(q, i)}$, is equal to the value $v^{\prod_{x_{j} \in X \backslash\left\{x_{i+1}\right\}} x_{j}}$.

Example. Let $q=2$. Using the algorithm for the first generation, the left son of the root, denoted by $\operatorname{node}_{(1,0)}$ is equal to $v^{x_{3} x_{4}}$ and the right son, denoted $\operatorname{node}_{(1,1)}$, is equal $v^{x_{1} x_{2}}$. The second generation is described in Fig. 1.


Fig. 1. Iteration of the algorithm for $q=2$

Complexity of the construction. The advantage of our algorithm is twofold:

1. Once the two sons node $(i+1,2 j)$ and node $_{(i+1,2 j+1)}$ of node $(i, j)$ are computed, the $\operatorname{node}_{(i, j)}$ is no longer required, so that it can be erased. Thus, as mentioned previously, the algorithm uses a binary tree structure but does not require the storage of the entire tree. As a consequence, the space requirement during the algorithm execution is optimal, i.e equal to the space required for the storage of the set $\mathcal{S}$.
2. The different exponents $x_{k}$ are used only once during each loop over $i$. Thus, the time complexity (in terms of group exponentiations) is equal to $\mathcal{O}\left(|X| \log _{2}|X|\right)$ as there are exactly $q$ loops involving $|X|$ group exponentiations. This complexity can also be obtained considering the overall number of group exponentiations given by:

$$
\sum_{i=0}^{q-1} \sum_{j=0}^{2^{i}-1}\left(2 \times 2^{q-i-1}\right)=2 \sum_{i=0}^{q-1}\left(2^{q-1}\right)=q \times 2^{q}
$$

In terms of group multiplications complexity, without additional assumption on the structure of X , all the exponents we use have $\log _{2} n$ bits so the complexity is $\mathcal{O}\left(|X| \log _{2}|X| \log _{2} n\right)$ group multiplications.

### 3.4 Complexity of the Full Algorithm

Our new variant of the Baby-Step Giant-Step algorithm described in Section 3.2 , is based on the computation of two sets $\mathcal{S}_{1}$ and $\mathcal{S}_{2}$. Using the method of Section 3.3, the computation of the set

$$
\mathcal{S}_{1}=\left\{v^{\prod_{k \in X_{1} \backslash\{i\}}^{k}} ; \forall i \in X_{1}\right\}
$$

has time complexity $\mathcal{O}\left(\left|X_{1}\right| \log _{2}\left|X_{1}\right| \log _{2} n\right)$ group multiplications and the computation of

$$
\mathcal{S}_{2}=\left\{g^{\pi_{1} \times j} ; \forall j \in X_{2}\right\}
$$

has time complexity $\mathcal{O}\left(\left|X_{2}\right| \log _{2} n\right)$ group multiplications. Thus, the overall time complexity, for computing the two sets, is $\mathcal{O}\left(\left(\left|X_{2}\right|+\left|X_{1}\right| \log _{2}\left|X_{1}\right|\right) \log _{2} n\right)$.

Finally, finding two identical values in the two sets can be done efficiently (for example if one set is sorted), so that the time complexity of the algorithm mainly relies on the construction of the sets. Thus, the time complexity of the full algorithm is also $\mathcal{O}\left(\left(\left|X_{2}\right|+\left|X_{1}\right| \log _{2}\left|X_{1}\right|\right) \log _{2} n\right)$ group multiplications.

## 4 Attacks on GPS with Private Keys From CHES'04

In this section, we briefly recall the basic GPS scheme [4, 13]. Next, we recall the private keys suggested by Girault and Lefranc at CHES 2004 conference and we finally present two attacks on such private keys. The first one relies on our new algorithm from Section 3 taking advantage of a first weakness of the private key and the second attack relies on a second weakness of the private keys.

### 4.1 The GPS Scheme

We denote by $\mathbb{Z}_{n}$ the residue class ring modulo $n$ and $\mathbb{Z}_{n}^{*}$ the multiplicative group of invertible elements in $\mathbb{Z}_{n}$. The GPS identification scheme from $[4,13]$, is an interactive protocol between a prover and a verifier which contains one or several rounds of three passes. The security is based on the intractability of the short discrete logarithm problem defined as follows.

Definition 2. Let $n$ be a composite integer the factorization of which is unknown. Let $g$ be an element in $\mathbb{Z}_{n}^{*}$ of maximal order $\lambda(n)$. Let $S$ be an integer such that $2^{S}<\lambda(n)$. The short discrete logarithm problem consists in computing the value $s \in \llbracket 0,2^{S} \llbracket$ given $v=g^{s} \bmod n$.

Assumption. The short discrete logarithm problem is polynomially intractable.
During a round of identification, a prover uses his knowledge of a private value $s$ related to the public value $v$ by the equation $v=g^{-s} \bmod n$. More
precisely, in typical applications, a prover holds a private key $s$ and a public key ( $n, g, v$ ) such that:

- $n=p q$ is the product of two prime integers such that factoring $n$ is difficult, $-g$ is an element of $\mathbb{Z}_{n}^{*}$ of maximal order $\lambda(n)$,
$-v=g^{-s} \bmod n$.
There are four security parameters $S, k, R$ and $m$ defined as follows:
- $S$ is the binary size of the private key $s ; S=160$ is a typical choice.
- $k$ is the binary size of the challenges sent to the prover and determines the level of security of the scheme.
$-R$ is the binary size of the exponents used in the commitment computation. It typically verifies $R=S+k+80$.
- $m$ is the number of rounds the scheme is iterated. Theoretically, $m$ is polynomial in the size of the security parameter; but, in practice, $m$ is often chosen equal to 1 .

$$
\begin{aligned}
& \text { Prover } \\
& \text { Verifier } \\
& \text { choose } r \in \llbracket 0,2^{R} \mathbb{I} \\
& \text { compute } W=g^{r} \bmod n \xrightarrow{W} \\
& \text { choose } c \in \llbracket 0,2^{k} \llbracket \\
& \text { check } c \in \llbracket 0,2^{k} \llbracket \\
& \text { compute } y=r+s \times c \quad y \quad \text { check } y \in \llbracket 0,2^{R}+2^{k+S} \llbracket \\
& \text { verify } g^{y} v^{c}=W \bmod n
\end{aligned}
$$

Fig. 2. The basic GPS identification scheme

Security of the scheme. The security of the GPS scheme is recalled in the following Theorem (the proof is given in [13]).

Theorem 1. The GPS identification scheme is a secure identification scheme under the intractability of the short discrete logarithm problem if $m$ and $2^{k}$ are polynomial in $|n|, m \times 2^{S+k-R}$ is negligible in $|n|$ and $\log |n|=o(m \times k)$.

### 4.2 The Girault-Lefranc Private Keys

As many other discrete-logarithm-based schemes, the GPS identification scheme, used with precomputations of the commitments $W=g^{r} \bmod n$, is a very efficient scheme for the prover. Thus, during the protocol, the computations of the prover can be reduced to the computation of the value $y=r+s c$ so that it is well
designed for low cost chips. However, in new chips like RFID tags, even computing a multiplication may be too expensive. Thus, at the CHES 2004 conference, Girault and Lefranc [5] proposed three solutions to make easier the integration of the GPS identification scheme in such chips. Their goal was to remove (or at least reduce) the computation requirement for $y=r+s c$.

One of these solutions consists in using specific private keys equal to the product of low Hamming weight sub-private keys. More precisely, they consider a private key $s$ equal to $s_{1} \times s_{2}$ with $s_{1}$ in $X_{1}$ and $s_{2}$ in $X_{2}$ such that both $s_{1}$ and $s_{2}$ have a low Hamming weight.

With such private keys, the computation of $s \times c$ is then replaced successively by the computation of $s_{2} \times c$ and $s_{1} \times\left(s_{2} c\right)$. Thus, since the Hamming weight of the sub-private keys $s_{1}$ and $s_{2}$ is low, the computation of $y$ using the shift-andadd paradigm does not involve too many shifts.

Security of such Private keys. During this analysis, we require a security over the private key of $2^{80}$ group multiplications. However, the level of security is highly application dependant and some lower levels can be accepted.

The authors give some general security arguments on such private keys. Indeed, they suggest the use of sub-private keys $s_{1}$ and $s_{2}$ such that:

1. the private key $s=s_{1} s_{2}$ is sufficiently large, i.e around 160 -bit, such that the classical Baby-Step Giant-Step has a time complexity of around $2^{80}$ group multiplications;
2. the average Hamming weight of $s=s_{1} s_{2}$ is around 64 such that Stinson's algorithm requires more than $2^{80}$ group multiplications.

Finally, since the group generator $g$ is of unknown order $\lambda(n)$, the second variant of the Baby-Step Giant-Step algorithm recalled in Section 2.3 cannot be used. Thus, Girault and Lefranc consider that the best attack on such private keys is the exhaustive search over $s_{1}$ and $s_{2}$ which time complexity is obviously in $\mathcal{O}\left(\left|X_{1}\right| \times\left|X_{2}\right|\right)$ group exponentiations, where $\left|X_{1}\right|$ and $\left|X_{2}\right|$ denote the respective cardinalities of $X_{1}$ and $X_{2}$. Thus, they suggest to consider two adequate sets $X_{1}$ and $X_{2}$ such that $\left|X_{1}\right| \times\left|X_{2}\right| \approx 2^{80}$.

Numerical Application. In [5], Girault and Lefranc give the following example. To obtain a 160-bit private key $s$ with an Hamming weight equal on average to $64, s_{2}$ should be a 142 -bit number with 16 random bits equal to 1 chosen among the 138 least significant ones and $s_{1}$ a 19 -bit number with 5 random bits equal to 1 chosen among the 16 least significant ones.

With such sub-private keys, the cardinality of $X_{1}$ is equal to $\binom{16}{5} \approx 2^{12}$ and the cardinality of $X_{2}$ is equal to $\binom{138}{16} \approx 2^{68}$; so that the exhaustive search is at least as infeasible as the classical Baby-Step Giant-Step algorithm for a 160-bit key.

Then, if we assume that $c$ is a 32-bit number, computing $r+s \times c$ in a classical way involves on average 16 additions of a 160-bit numbers, i.e 2560 bit additions.

Using the structure of the private key equal to a product of low Hamming weight sub-private keys, then computing $s_{2} \times c$ requires exactly 5 additions of a 32-bit number, then $s_{1} \times\left(s_{2} c\right)$ requires 16 additions of a 51-bit number and adding $s_{1}\left(s_{2} c\right)$ to $r$ requires a final addition of a 192-bit number. Finally, only 1168 bit additions are required.

### 4.3 Two Attacks

This first attack relies on our new Baby-Step Giant-Step algorithm described in Section 3. Thus, to prove the efficiency of our algorithm, we apply it to the numerical application given in Section 4.2.

In this example, we recall that the two sets $X_{1}$ and $X_{2}$ are of cardinalities respectively upper bounded by $2^{12}$ and $2^{68}$. We also recall that the time complexity of our new algorithm is $\mathcal{O}\left(\left|X_{2}\right|+\left|X_{1}\right| \log _{2}\left|X_{1}\right|\right)$ group exponentiations. Thus, applied to the given example, our algorithm recovers the private key $s$ with about $2^{68}$ group exponentiations, which is significantly less than the complexity of the exhaustive search equal to $2^{80}$ group exponentiations.

A detailed enumeration of the number of group multiplication shows that the computation of the set $S_{2}$ in the algorithm of section 4.2 has the highest complexity; using precomputation in the usual square and multiply exponentiation algorithm leads to a complexity of $2^{73}$ group multiplications (the exhaustive search requires around $2^{84}$ group multiplications).

Whereas our first attack only takes advantage of the structure of product of the private keys, we now describe a second attack which takes advantage of both the product structure and the low Hamming weight of the sub-private keys.

Indeed, from the basic equation $v=g^{s}=g^{s_{1} \times s_{2}}$, and denoting $g^{s_{1}}$ by $h$, we then obtain the new equation

$$
v=h^{s_{2}}
$$

With this change of base, the discrete logarithm of $v$ in base $h$ is a low Hamming weight number so that Stinson's algorithm can now be easily applied. The attack consists in using Stinson's algorithm (see section 2.2) for all possible bases $h$ defined as $g^{i}$ for any $i$ in $X_{1}$. The complexity of this attack is then obviously $\mathcal{O}\left(\left|X_{1}\right| \times \ell\binom{\ell / 2}{t / 2}\right)$ group exponentiations, $\ell$ denoting the binary size of $s_{2}$ and $t$ its Hamming weight. Note that the space requirement of this attack is the same as the one of Stinson's algorithm, i.e $\mathcal{O}\left(\binom{\ell / 2}{t / 2}\right)$.

In the numerical application of section 4.2 , we recalled that $\left|X_{1}\right| \approx 2^{12}$ and that $s_{2}$ is a 138 -bit number with a Hamming weight equal to 16 . As $\binom{138 / 2}{16 / 2} \approx 2^{33}$, we recover the private key with about $2^{52}$ group exponentiations.

A detailed analysis of the exact number of group multiplications required by this attack shows that the private key recovery requires $2^{54}$ group multiplications in the worst case.

To keep using Girault-Lefranc private keys, we suggest to consider new types of sub-private keys. Indeed, $s_{1}$ should be a 30 bit number with 12 non zero bits and $s_{2}$ should be a 130 -bit number with 26 non zero bits.

With such sub-private keys, our first algorithm requires around $2^{94}$ group multiplications and the complexity of the second attack is then around $2^{80}$ group multiplications. However, the computation advantage of the method is obviously decreased. Using the same consideration as in the numerical application of section 4.2 , the number of bit additions is then equal to 2100 ; the practical gain is less significant, specially with small challenges $c$.

## 5 Conclusion

We have proposed a new variant of the Baby-Step Giant-Step algorithm for discrete logarithms equal to products in groups of unknown order. More precisely, our algorithm recovers $x=x_{1} \times x_{2}$ with $x_{1} \in X_{1}, x_{2} \in X_{2}$ from the given value $g^{x}$ in time $\mathcal{O}\left(\left(\left|X_{2}\right|+\left|X_{1}\right| \log _{2}\left|X_{1}\right|\right) \log _{2} n\right)$ group multiplications.

This new variant finds a direct application with the GPS scheme used with such private keys as described by Girault and Lefranc at CHES 2004 conference. Thus, whereas the time complexity of the best known attack (the exhaustive search) on such private key was $2^{84}$ group multiplications, using our new algorithm, this complexity falls downto $2^{73}$ group multiplications. Moreover, using the fact that such private keys require sub-private keys of low Hamming weight, we have constructed a second attack the time complexity of which is $2^{54}$ group multiplications.
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[^0]:    ${ }^{1}$ This algorithm can be turned into a randomized Las Vegas variant the time complexity of which is $\mathcal{O}\left(\sqrt{t}\binom{\ell / 2}{t / 2}\right)$.

